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ABSTRACT
Inspired by the problem of optimal packet duplication in Mobile
Wireless Networks, this paper examines a specific type of coop-
erative multi-agent problem in which an agent makes multiple
identical copies of itself in order to achieve a noisy and difficult sin-
gle agent task more reliably or efficiently. The agent must balance
the cost of sending more copies with the improvement in speed
or success rate generated by the extra copies. Due to the space of
possible joint reward functions, this specific case has some differ-
ences from the more general cooperative multi-agent problem. We
propose a learning algorithm for this multicopy problem which
takes advantage of the structure of the value function to efficiently
learn how to balance the costs and benefits of adding additional
copies.
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1 INTRODUCTION
This paper introduces a new type of multiagent problem, in which
a single agent duplicates itself to achieve a single goal with greater
speed, quality or reliability. While this problem can be cast as a
specific case of cooperative agents (for algorithms in which the
number of agents can be optimized), the problem has properties
that lend themselves to solutions that are tuned for this scenario.

In most multi-agent domains, agents either cooperate or com-
pete to achieve their goals [1, 6, 25]. This paper seeks to address a
different type of multi-agent scenario, one in which agents dupli-
cate themselves to combat noise and risk in the problem domain.
One such domain is packet forwarding in mobile wireless networks,
where duplicate packets have been shown to improve reliability
and reduce delay [19]. Other domains include robot search and
rescue, where duplicate agents may improve performance.

We assume that, in a noiseless and no risk environment, the
task at hand could be completed by a single agent following an
optimal policy.We further assume that if additional agents complete
the task, this does not improve the outcome. However, actions are
so noisy that even an agent behaving optimally has a nontrivial
chance of failure. In this case, an agent may duplicate itself and
make several attempts concurrently to achieve the goal. This agent
must balance two factors: the cost of adding more copies vs the
increase in performance due to replication. In this case, the reward
function factors into a cost portion, which is summed over all agents,
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and an optimization portion, which is taken from only the highest
performing agent. This restricts the form of the reward function of
what is otherwise a cooperative multiagent setting.

We also assume that communication between agents is prohibi-
tively expensive, except at the point where agent copies are made.
When copies are made the agent(s) may jointly decide how many
copies to make and what combination of actions to take: whether
to take the same action with multiple copies or a range of actions
to diversify the copies. After this point, we assume that noise in
the domain will suffice to produce a diverse set of outcomes for
different copies.

2 APPLICATION TOWIRELESS NETWORKS
In Mobile Wireless Networks, particularly sparse networks, there
are cases in which not all packets make it to their destination within
a reasonable time frame [10]. A mobile wireless network can be
viewed as a dynamic graph over a time. In a dynamic network,
contiguous paths from a source to a destination may exist instanta-
neously or only across time. In this situation it can be useful to send
more than one copy of a packet [19], so that at least one copy gets
to the destination in a reasonable time frame. We have designed
our test bed to duplicate this scenario in some respects.

As in [12], we treat each packet as an agent moving through an
environment made up of devices. There are some properties of the
Wireless Network we have constructed our gridworld to match:
messages/agents must travel from a source to a goal point; only
one copy of the agent must reach the goal for success and success
among the copies varies due to noise in the environment.

To construct a simple gridworld in which to test our algorithms,
we made some simplifying assumptions: we use tabular states and
actions rather than feature based RL with machine learning; in the
mobile network, the available actions will change as device neigh-
bors change, whereas in our gridworld the action set in each state is
fixed; and packets affect each other indirectly through congestion
in the network: actual network data will include features that reflect
current network congestion levels, but no such effect is modeled in
our test scenario.

3 REINFORCEMENT LEARNING
Reinforcement Learning (RL) assumes an agent existing in an envi-
ronment which can be represented by a Markov Decision Process
(consisting of states 𝑆 , actions 𝐴, and transition probabilities be-
tween states) [20]. The agent seeks to maximize a reward signal
over sequential, extended time interaction with the environment.

To do this, the agent must maximize return. For episodic tasks
the return at time 𝑡 is defined as the sum of discounted rewards



from 𝑡 to the end of the episode (𝑇 ):

𝐺𝑡 = 𝑟𝑡 + 𝛾 · 𝑟𝑡+1 + · · · + 𝛾𝑇−𝑡𝑟𝑇 (1)

where 𝑟𝑡 is the reward observed at time 𝑡 , and 𝛾 is a discount
between 0 and 1 on future rewards. This return definition can be
written recursively:

𝐺𝑡 = 𝑟𝑡 + 𝛾 ·𝐺𝑡+1 (2)

The action value function, which is used to choose actions, can
be written as a function of the expected value of the return:

𝑄 (𝑠, 𝑎) = 𝐸 [𝐺𝑡 | 𝑆𝑡 = 𝑠, 𝐴𝑡 = 𝑎] (3)

where 𝑆𝑡 is the state at time 𝑡 and 𝐴𝑡 is the action at time 𝑡 .

4 BEST ACTIONS VS BEST MULTIACTION
Combining the cost reward for our agent copies is a straightforward
sum. The optimization reward, on the other hand, is maximized
over all agent copies, resulting in more interesting behavior. When
splitting into multiple copies, the agent may choose a set of imme-
diate actions for the copies to take. Always including the action
with the highest individual expected value may seem best. How-
ever, a combination of actions with high expected values but low
variances can lead to worse outcomes than a combination with
lower expected values but higher variance.

Consider a simple Multiarmed Bandit [20] problem with two
arms, arm Stable (S): normal distribution with 𝜇 = 10, 𝜎 = 1 and
arm Noisy (N): normal distribution with 𝜇 = 5, 𝜎 = 30. To get the
expected return of action sets like (S, N), we can generate samples
from both distributions and take the max of the samples. Mean
optimization reward returned by combinations of up to 2 arms after
10,000 samples are shown in Table 1, rounded to whole numbers.
Action (N, N) is the best 2-action combination, despite action N

Table 1: Max of stable (S) and noisy (N) normal distributions.

Action S N (S,S) (S,N) (N,N)

Est. Val. 10 5 11 20 22

having a lower expected value. Due to higher variance, two copies
of arm N are more likely to generate at least one high return.

In Table 2 we can see the same experiment for a bandit in which
in which a mix of two different distributions is best: the two arms
are a constant (C) with value 100, and exponential (E) 𝑒𝑥𝑝 (1/70).
Here (C, E), a stable distribution combined with a noisy distribution

Table 2:Max of constant (C) and exponential (E) distributions.

Action C E (C,C) (C,E) (E,E)

Est. val. 100 70 100 116 104

provides the best expected maximum.

Figure 1: Shadowed Equilibrium Example.

5 COOPERATIVE MULTIAGENT RL
Multiagent Reinforcement learning often starts by considering an
idealized MDP that uses the cross product of the states and actions
of each agent in a set of agents. In the case of cooperating agents,
the agents optimize a joint reward function in this multi-agent MDP
[1]. Work in multi-agent RL typically uses function approximation
to simplify the large joint state space, or uses a view of the joint
state that is only partially observed by each agent or small group of
agents, as in e.g. Khorasgani et al. [11], Schroeder de Witt et al. [18].
We instead begin by examining whether we need to consider the
joint state and action space at all. Once copies have been created,
they independently work to achieve the goal to the best of their
ability. As we will see in Section 7, there is no coordination needed
outside joint actions in states where copying occurs.

Shadowed Equilibria.Multicopy RL shares the problem of shad-
owed equilibria [5, 16] with more general cooperative RL scenarios,
however, the problem occurs differently. Consider the exampleMDP
shown in Figure 1. In a general cooperative setting we can construct
a shadowed equilibrium as follows: (1) place two agents at states
𝑆1 and 𝑆2; (2) set the reward on the action combinations to, e.g.:
(𝑎∗1, 𝑎

∗
2) = 10, (𝑎1, 𝑎2) = 5, (𝑎∗1, 𝑎2) = 1, (𝑎1, 𝑎∗2) = 1; and (3) have

many 𝑎1 and 𝑎2 distractor actions available. In algorithms where
the two agents act independently, during random exploration, 𝑎1
will have better estimated value than 𝑎∗1 because both are more
likely to be paired with one of the 𝑎2 distractors. Similarly, 𝑎2 will
have better estimated value than 𝑎∗2. Once the action combination
(𝑎1, 𝑎2) has been learned, the agent is stuck: trying 𝑎∗1 or 𝑎

∗
2 looks

even worse than during random exploration.
To construct this scenario in our optimization reward case, we

cannot simply set the rewards: they are set indirectly through the
maximization of of individual action reward distributions. However,
we can indirectly construct reward distributions for the 4 actions by
modifying the example from Table 2. Higher mean distributions go
to the starred actions: 𝑎∗1 = 110, 𝑎∗2 = 10+𝑒𝑥𝑝 (1/70). Lower distribu-
tions go to the distractor actions: 𝑎1 = 100, 𝑎2 = 𝑒𝑥𝑝 (1/70). When

Table 3: High and low mean constant and exponential distri-
butions.

Action (𝑎∗1, 𝑎2) (𝑎∗1, 𝑎
∗
2) (𝑎1, 𝑎2) (𝑎1, 𝑎∗2)

Est. Val. 110 127 117 111

we combine these distributions and take the expected maximum,
constants combined with exponentials give the highest values, as
shown in Table 3. This satisfies the requirements for a shadowed
equilibrium to occur when there are enough distractor actions.



6 BASELINE MULTIAGENT ALGORITHM
As a baseline to compare to our algorithm (see Section 7), we imple-
mented a multiagent solution with a basic commuication protocol
and reward function, referred to as the Joint Action Multiagent
algorithm. As a standard multiagent problem, the task has the fol-
lowing properties: (1) Agents may only communicate when they
split into multiple copies. (2) Only the best agent to achieve the goal
gets the reward for doing so. (3) All agents accumulate cost rewards.
This means that while the overall task is cooperative, individual
agents compete to best achieve the goal.

While this reward function accurately reflects the task, the re-
ward received by an agent depends on the other agents: if agent
copy 2 does better at the task, then agent copy 1 receives no re-
ward for success. Therefore, the number of copies made and the
actions they took in the splitting state affect the value function
for each agent. Each agent must remember the joint action chosen
at the start state, or operate in a POMDP. If 𝑛 agents choose the
action set {𝑎0, 𝑎1, . . . , 𝑎𝑛} in the start state, then at every state 𝑠 in
the episode we add this information to the state, forming the aug-
mented state (𝑠, (𝑎1, 𝑎2, . . . 𝑎𝑛)). Once the state space is augmented,
each agent runs q-learning with a shared value function between
all agents. When calculating the value of a candidate set of actions
(𝑎1, 𝑎2, . . . 𝑎𝑛), the values for each individual action in the context
of the joint action are summed. The action combination with the
highest value is chosen. From that point forward, the agents act
independently, even if they are on similar paths.

7 MULTICOPY ACTIONS
Ideally, we’d like each agent to attempt the task to the best of its
ability, despite the presence of other copies. We would therefore
like to consistently reward each copy for learning to achieve the
goal. However, when calculating the value of a joint action, we
should only include the optimization reward received by the best
copy. Our algorithm does so, and allows us to treat the domain as
an MDP without remembering the joint action chosen.

We divide the reward function into two portions: cost, which
reflects the additive costs of running more copies; and optimization,
which reflects the improvements in success with additional agent
copies. The algorithm should find the best trade-off between the
two.

At certain states the agent may make up to 𝑛 copies of itself. In
state 𝑠 , considering multi-actions that include up to 𝑛 actions, the
set of multi-action combinations available is the set of multisets of
cardinality less than 𝑛 that can be formed from the set of actions:

M(𝑠) =
𝑛⋃

𝑘=1

((
A(𝑠)
𝑘

))
(4)

whereA(𝑠) is the set of actions available at 𝑠 . In some experiments
we remove multi-actions with duplicate actions from consideration,
while in others we include them.

The agent starts with a single copy, agent 0. If a copy 𝑖 chooses
multiaction𝑚𝑡 at time 𝑡 , each agent copy produced is assigned a
unique id. Define 𝐼𝐷𝑡 to be the set of unique agent ids at time 𝑡 ,
and 𝐼𝐷𝑡 (𝑖) to the the set of agent ids that are created from agent 𝑖
at time 𝑡 .𝑚𝑡 consists of a set of actions 𝑎𝑖 𝑗 indexed by the original

agent 𝑖 and the agent 𝑗 which results from the action:𝑚𝑡 = {𝑎𝑖 𝑗 |
𝑗 ∈ 𝐼𝐷𝑡 (𝑖)}.

Return Definition for Multiple Actions. Our goal is to avoid
using multi-sets of next states to tabulate the value function, and
to use multi-sets of actions only in states where duplication of
the agent is considered. We consider problems where the total
sample return 𝐺 (𝑡, 𝑖) for agent 𝑖 at time 𝑡 can be factored into two
components, the cost return 𝐺𝑐 (𝑡, 𝑖) and the optimization return
𝐺𝑜 (𝑡, 𝑖):

𝐺 (𝑡, 𝑖) = 𝐺𝑐 (𝑡, 𝑖) +𝐺𝑜 (𝑡, 𝑖) (5)

Costs are summed across all copies of the agent. Let 𝑅𝑐 (𝑡, 𝑖) be
the cost reward at time 𝑡 for agent 𝑖 , and 𝐺𝑐 (𝑡, 𝑖) be the cost return
for agent 𝑖 at time 𝑡 . The return for agent 𝑖 at time 𝑡 can be written
in terms of the return for the set 𝐼𝐷𝑡 (𝑖) of agent copies created:

𝐺𝑐 (𝑡, 𝑖) =
∑︁

𝑗∈𝐼𝐷𝑡 (𝑖 )
[𝑅𝑐 (𝑡, 𝑗) + 𝛾𝐺𝑐 (𝑡 + 1, 𝑗)] . (6)

In episodic problems, different agent copies may finish at differ-
ent times.𝐺𝑐 for each agent ends at𝑇 (𝑖), the last timestep in which
that agent is active:

𝐺𝑐 (𝑇 (𝑖), 𝑖) =
∑︁

𝑗∈𝐼𝐷𝑇 (𝑖 ) (𝑖 )
𝑅(𝑇 (𝑖), 𝑗) . (7)

Optimization rewards are only counted on the “best" path found.
Therefore at each timestep they are maximized over the returns
from the next timestep. Let 𝑅𝑜 (𝑡, 𝑖) be the optimization reward at
time 𝑡 for agent 𝑖 , and 𝐺𝑜 (𝑡, 𝑖) be the corresponding optimization
return. When calculating overall optimization reward for the set of
agent copies, we only count the best agent’s return:

𝐺𝑜 (𝑡, 𝑖) = max
𝑗∈𝐼𝐷𝑡 (𝑖 )

[𝑅𝑜 (𝑡, 𝑗) + 𝛾𝐺𝑜 (𝑡 + 1, 𝑗)] . (8)

𝐺𝑜 for agent 𝑖 ends at 𝑇 (𝑖), the last timestep in which 𝑖 is active:

𝐺𝑜 (𝑇 (𝑖), 𝑖) = max
𝑗∈𝐼𝐷𝑇 (𝑖 ) (𝑖 )

𝑅(𝑇 (𝑖), 𝑗) . (9)

Policy Evaluation for Multiple Actions. The value of mul-
tiaction𝑚 in state 𝑠 is its expected value, at any time steps where
𝑠,𝑚 is experienced:

𝑄 (𝑠,𝑚) = 𝐸
[
𝐺 (𝑡, 𝑖) | 𝑆𝑡,𝑖 = 𝑠, 𝑀𝑡,𝑖 =𝑚

]
(10)

= 𝐸
[
𝐺𝑐 (𝑡, 𝑖) +𝐺𝑜 (𝑡, 𝑖) | 𝑆𝑡,𝑖 = 𝑠, 𝑀𝑡,𝑖 =𝑚

]
(11)

where 𝑆𝑡,𝑖 is the state at time 𝑡 for agent 𝑖 , and 𝑀𝑡,𝑖 is the multi-
action at time 𝑡 for agent 𝑖 .

This expectation factors into the sum of the cost expectation and
the optimization expectation:

𝑄 (𝑠,𝑚) = 𝐸
[
𝐺𝑐 (𝑡, 𝑖) +𝐺𝑜 (𝑡, 𝑖) | 𝑆𝑡,𝑖 = 𝑠, 𝑀𝑡,𝑖 =𝑚

]
(12)

= 𝐸
[
𝐺𝑐 (𝑡, 𝑖) | 𝑆𝑡,𝑖 = 𝑠, 𝑀𝑡,𝑖 =𝑚

]
+ (13)

𝐸
[
𝐺𝑜 (𝑡, 𝑖) | 𝑆𝑡,𝑖 = 𝑠, 𝑀𝑡,𝑖 =𝑚

]
(14)

where 𝑆𝑡,𝑖 is the state of agent 𝑖 at time 𝑡 , and𝑀𝑡,𝑖 is its multiaction.
This factors into a value function for cost, 𝑄𝑐 , and a value func-

tion for optimization, 𝑄𝑜 :

𝑄 (𝑠,𝑚) = 𝑄𝑐 (𝑠,𝑚) +𝑄𝑜 (𝑠,𝑚) (15)



The cost q-function factors further, into a sum of q-values for indi-
vidual actions 𝑎 ∈𝑚:

𝑄𝑐 (𝑠,𝑚) = 𝐸
[
𝐺𝑐 (𝑡, 𝑖) | 𝑆𝑡,𝑖 = 𝑠, 𝑀𝑡,𝑖 =𝑚

]
(16)

= 𝐸


∑︁

𝑗∈𝐼𝐷𝑡 (𝑖 )
𝐺𝑐 (𝑡, 𝑗) | 𝑆𝑡,𝑖 = 𝑠, ∈ 𝑀𝑡,𝑖 =𝑚

 (17)

If 𝐴𝑡, 𝑗 is defined as the individual action that produces agent copy
𝑗 at time 𝑡 , then this becomes:

=
∑︁
𝑎∈𝑚

𝐸
[
𝐺𝑐 (𝑡, 𝑗) | 𝑆𝑡,𝑖 = 𝑠, 𝐴𝑡, 𝑗 = 𝑎

]
(18)

=
∑︁
𝑎∈𝑚

𝑄𝑐 (𝑠, 𝑎) (19)

Therefore, for 𝑄𝑐 we can use any learning technique, including
bootstrapping methods like Q-learning [20, 24] or SARSA [17, 20]
to learn the Q-function for individual actions, and sum for multiac-
tions.

𝑄𝑜 cannot be simplified in the same way, as the expected value
and maximization do not commute in general:

𝑄𝑜 (𝑠,𝑚) = 𝐸

[
max

𝑗∈𝐼𝐷𝑡 (𝑖 )
𝐺𝑜 (𝑡, 𝑗) | 𝑆𝑡,𝑖 = 𝑠, 𝑀𝑡, 𝑗 =𝑚

]
(20)

Here we must learn𝑄𝑜 for each combination of actions we consider.
However, within the maximization step each 𝐺𝑜 may be calculated
individually, allowing us to avoid a value function defined over the
cross-product of states. If we are estimating𝐺𝑜 over multiple times
steps this does limit us to techniques which can be used without
bootstrapping like Markov Chain Monte Carlo [20].

Policy Improvement. When calculating the best action, the
agent should optimize the total value:

𝜋 (𝑠) = argmax
𝑚

𝐸
[
𝐺𝑐 (𝑡, 𝑖) +𝐺𝑜 (𝑡, 𝑖) | 𝑆𝑡,𝑖 = 𝑠, 𝑀𝑡,𝑖 =𝑚

]
. (21)

This function cannot be maximized separately over cost and opti-
mization values, therefore action selection must be done using the
joint value function and its policy.

Multicopy agent. The multicopy agent combines a cost agent
(𝑄𝑐 ), and an optimization agent (𝑄𝑜 ), and sums their values to
calculate the joint multicopy policy 𝜋 .

Cost and Optimization Agents. The cost agent estimates 𝑄𝑐

for each state 𝑠 and individual action 𝑎 using Q-learning. To calcu-
late the value of a multiaction𝑚, these are summed. The optimiza-
tion agent estimates 𝑄𝑜 for each state 𝑠 and multiaction𝑚, using
Every Visit Markov Chain Monte Carlo [20].

8 GRIDWORLD DOMAINS
The testing domains were chosen to examine the ability of the
Multicopy agent to adapt the number of agent copies and the actions
those copies take to improve performance under various levels of
noise and cost.

Gridworld Environment. To model tasks with varying risk, de-
lay and cost in a simple domain, we use a set of gridworld bridges of
varying length and width, shown in Figure 2a. This is an expanded
version of a single bridge gridworld from the Pacman Projects [4].
Falling off a bridge represents task failure, and successfully making
it across any bridge represents task success.
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(a) Three Bridges: quick, risky bridge (A); slow, safe bridge (B);
medium bridge (C).
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(b) Bridges Gridworld with one broken bridge (A). The broken
bridge is randomly chosen per episode.

Figure 2: Three-bridge gridworlds. Terminal states are
marked with double squares. All other states have 4 actions:
North, South, East, West. Postive terminal state rewards are
optimization rewards, negative are costs. White squares have
a per-step cost that is set for each experiment.

The three bridges present different trade-offs between speed and
risk. Bridge (A) is short but narrow, risky when noise is high. Bridge
(B) is long and wide: safer, but slower. Bridge (C) is a compromise.

Start state. In the start state (not shown), the agent may choose
any single bridge or a combination of bridges, up to a maximum
number of actions (set to 1, 2 or 3 per experiment). The actions in
the start state have no noise, transitioning to the states labeled "A",
"B" or "C" in Figure 2a. An agent copy cannot transition back to the
start state once it has chosen a bridge.

Noise. The gridworld includes an adjustable noise parameter
[4]. With noise setting 𝛽 , directional actions (N, S, E, W) on the
bridges go in the intended direction with probability 1 − 𝛽 , and go
in the two orthogonal directions with probability 𝛽/2 each.

Optimization and Cost. The optimization reward, shown as
positive reward in Figure 2a, rewards successful crossings. The cost
reward consists of a small negative reward on each step in the white
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Figure 3: Three Bridges: Learning results for basic non-multicopy vs multicopy algorithms on the 3 bridges gridworld. Cost per
step is -2 in all plots. Shaded lines are averaged over 50 trial runs, dark lines are rolling 30-episode averages of those values.

bridge states, and a larger negative reward (shown) for falling off
the bridge. The cost in bridge states varies per experiment.

Broken Bridges. In the version of the three bridge gridworld
shown in Figure 2b, at the start of each episode one randomly
chosen bridge is broken midway along (Bridge A in the diagram).
All agents crossing the broken bridge during the episode will fail.

9 EXPERIMENTS
The experiments in this section aim to determine if the algorithm
can find the right number of agent copies and combination of
actions. First, we compare our algorithm from Section 7 to the
basic algorithm with joint actions from Section 6 in the Three
Bridges Gridworld, with various maximum action settings. Then
we compare the number and type of actions chosen for various cost
and noise settings, to confirm that the algorithm is able to adjust
the multiactions chosen according to the domain. Next we examine
the difference in policy when we allow duplicate actions (more than
one agent on the same bridge), and finally, some more nuanced
experiments with duplicate actions.

Exploration. On-policy techniques like MCMC can be overly
cautious when noise is high. We therefore use a boltzmann distri-
bution with action advantages and linearly decreasing temperature
over time, starting at 100 and ending at 1, for exploration. Temper-
ature decreases at the end of each episode.

Algorithm Parameters. The learning rates for MCMC and Q-
learning typically differ, with lower learning rates for MCMC. In all
algorithms we use 0.05 for MCMC and 0.2 for Q-learning, linearly

decreasing to 0 through the training episodes. We used a discount
of 0.9 for all experiments.

Training and Testing. Each agent was trained for 7500 episodes
and tested for 500 episodes, except where noted. During the testing
phase, exploration and learning are turned off completely and only
the optimal multiaction is chosen.

9.1 Learning Curves
Figure 3 contains learning curves for noise levels of 0.1 and 0.3,
with bridge step-costs of -2. In Figure 3(a) and (d), we compare our
multiagent baseline algorithm (Joint Actions) and our Multicopy
algorithm with MCMC and Q-learning. For this comparison, the
maximum number of actions is set to 1. Note that the joint action
algorithm is similar to Q-learning (on-policy) while the multicopy
algorithm is closer to MCMC (off-policy).

In Figure 3(b -c) and (e-f), we compare Multicopy and Joint
Action algorithms with various maximum action settings. Figures
(b) and (e) use the 7500 episode training time that we will use
throughout the remainder of the paper, while Figures (c) and (f) use
a longer training time of 50,000 episodes. The Multicopy algorithm
does almost as well in 7500 episodes as it does in 50,000, even with
high noise levels. The Joint Action algorithm, however, due to its
fractured state space, does not learn as well when training time is
short, particularly in (e), where noise is high.
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(a) Return. Per Episode return during testing phase for various noise and cost settings. Final graph shows proportion improvement
from the Joint Action return to the Multicopy return.
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(b) Policy. Best actions in the start state for various noise and cost settings. Top action listed is chosen in most trials, shading shows proportion
of trials in which this action is best. All actions best in > 20% of trials are shown in decreasing order.

Figure 4: Varying Noise and Cost. Return and policy during testing for various cost and noise settings, showing the improvement
in return from the Joint Action algorithm to Multicopy (a). Actions shown in (b) are best actions. 50 trial runs.

9.2 Varying noise and costs
This section examines the Multicopy algorithm in a variety of
cost/noise combinations, both to compare to the Joint Actions algo-
rithm, and to examine what conditions lead to choosing different
combinations of actions. In these initial experiments, duplicate ac-
tions are not allowed: only one agent may be sent on each of the
three bridges. These experiments include limited training time of
7500 episodes.

As shown in Figure 4a, the Multicopy algorithm generally per-
forms better than the Joint Actions algorithm in these experiments.
The highest proportional improvement is seen when noise is high
(0.4) and costs are moderate (-4), and the lowest improvement when
noise is 0.0. Figure 4b details the policy chosen in the start state
by each algorithm. The Joint Action algorithm is much more likely
to choose a simple policy with 1 or 2 actions, perhaps because at
this stage it has a better policy for getting across the bridges under
those conditions.

The Multicopy algorithm has a more complex pattern of action
choices. Generally one would expect that as cost magnitude in-
creases, the agent should make do with fewer copies. Noise should
have roughly the opposite effect: as noise increases, the agent
should send more copies. This rule of thumb largely applies for
the upper and right rows of the graphs in Figure 4b. When there is

no noise, one action is consistently sufficient (first row). The area
where three actions are best forms a wedge from the right side of
the table, where costs are low, with a point at about -4, 0.2, where
(A, B) and (A, B, C) have roughly the same value.

The number of actions goes back down to one when noise and
costs are both high (the extreme lower left region). In this case
the agent cannot reliably achieve the task even using all three
bridges, and largely returns to using a single copy to keep costs
down. Between the regions where 3 actions are best, and the regions
where 1 action is best, there are bands in which 2 actions is the
optimal policy.

In the initial experiments, the agent may only send a single
agent on each of the three bridges, which limits the advantage to
be gained from using all three agent copies. In this section we look
at whether sending more than one agent on the same bridge can
improve performance.

As in the previous section, we compare the performance of the
Joint Action and Multicopy algorithms when a maximum of 3 ac-
tions are allowed in the start state.

9.3 Duplicate Action Choices
Identical Actions.When we remove the requirement that there
be only one agent per bridge in Figure 5, we see that the agent
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(b) Policy. Best actions in the start state for various noise and cost settings. Top action listed is chosen in most trials, heatmap value is proportion
of trials in which this action is best. All actions best in > 20% of trials are shown in decreasing order.

Figure 5: Identical Duplicate Actions. Return and policy during testing for various cost and noise settings when identical
duplicate actions are allowed. 50 trial runs.

tends to choose to send multiple agents over bridge A, the shortest
bridge (Figure 5b Multicopy). This bridge is dangerous due to its
narrowness, and there is no correlation between the success or
failure between agent copies crossing the bridge. This means that
making multiple identical attempts at the same bridge can improve
performance even if the agents do no coordination or cooperation
on the bridge.

For our Multicopy algorithm, Figure 5b shows largely cases in
which the agent chooses the maximum 3 copies, though there are
still a few cases where the agent chooses fewer copies to reduce
costs. Multiple copies also do not help when there is no noise in the
environment (the first row of all heatmaps in Figure 5). While the
Joint Action algorithm is closer in return to theMulticopy algorithm
in these experiments (Figure 5a), it does make the odd choice to
send three agent copies even when there is no noise. Generally the
"best" action is not consistent across trial runs for this algorithm,
however (see Figure 5b), indicating that it has not fully converged.

9.4 Correlated Dangers
Thus far, we have examined a case in which the agent is allowed
to send only one copy per bridge and a case in which the agent
can and does send multiple copies on the same bridge. Next we
examine a case in which despite having the option to send multiple
copies on the same path, the rational behavior is to spread copies

over different paths. One such scenario occurs when the noise or
dangers on a path are correlated for all agents on the same path.

We model this using the Broken Bridges gridworld in Figure 2b.
Here, each time the task is attempted, the agent finds that a random
bridge is broken, and all agents on that same bridge fail at the task.
This might correspond in more realistic domains to faults in parts
of the wireless network, or the possibility of tunnel collapse in a
multi-robot region for a robot navigating a collapsed building.

This appears to be a particularly difficult task for the Joint Ac-
tions agent to learn in the time allotted: in Figure 6a we can see that
the Multicopy algorithm can do up to 12 times better in cases where
noise is high. In Figure 6b we can see that this basic algorithm often
still chooses only repetitions of bridge A, which is the shortest
bridge and often the first that it learns to cross.

Since sending multiple agents on the same bridge can lead to
both agents being lost, the Multicopy agent prefers to spread the
copies over at least two different bridges to ameliorate risk, as
shown in Figure 6b.

10 FUTUREWORK
We will continue developing these algorithms in combination with
modern function approximation methods such as Neural Networks
[2, 25] in order to apply them to Mobile Wireless Networks [12, 19,
22].
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(a) Return. Per Episode return during testing phase for various noise and cost settings.
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(b) Policy. Best actions in the start state for various noise and cost settings. Top action listed is chosen in most trials, heatmap value is proportion
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Figure 6: Broken Bridges Experiments. Return and policy during testing for various cost and noise settings when identical
duplicate actions are allowed and a random bridge is broken in each trial. 20 trial runs.

In this paper, and in the Mobile Wireless Networks applications
that inspired it, the agent seeks to optimize the amount of time
required to complete a task. However, other types of optimization
functions are possible within the same mathematical framework:
building the best object, or getting the farthest in an exploration or
rescue task.

In this work, we assume that communication between agents is
expensive or unavailable much of the time, aside from the point
at which the agent decides to duplicate itself. We therefore use a
model where communication is limited to only the duplication step.
This was instrumental in producing the simplified value function
we use here. However, we will look for types of communication
that are possible while maintaining this value function model. Once
there is some level of interaction between agents, non-deterministic
policies may be required [7, 23].

Once wemove to larger problems and approximate solutions, dis-
tributional RL [3] may prove useful, given a maximization operator
for their particle based value representation.

In this paper we primarily looked at different cost/optimization
reward ratios in order to show that different multiactions are cho-
sen at different settings. However, even in the single agent case,
multiobjective RL [8, 13–15] would be a useful tool to find a range of
policies for different weights. Lexicographic ordered RL [9, 21]could

be particularly useful if it allows us to find the best delay given a
particular target for throughput, for example.

11 CONCLUSION
This paper makes several contributions. First, we have shown that
for the specific multiagent problem we examine here, considering
the joint state space of all agent copies is not necessary, and joint
actions are necessary only when duplicating agents.

Even using a simple very gridworld, the algorithm found a com-
plex pattern of optimization that is easier to construct algorithmi-
cally than by hand-coding heuristics.

Third, we examined the cases in which the algorithm should use
the same action more than once when creating agent copies, and
cases in which it should use a diverse action set.

This formalism, while more restrictive than the general multia-
gent case, seems likely to be useful in Mobile Wireless Networks
and other domains as well.
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