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ABSTRACT
Shielding is an effective method for ensuring safety in multi-agent

domains; however, its applicability has previously been limited

to environments for which an approximate discrete model and

safety specification are known in advance. We present a method

for learning shields in cooperative fully-observable multi-agent

environments where neither a model nor safety specification are

provided, using architectural constraints to realize several impor-

tant properties of a shield. We show through a series of experiments

that our learned shielding method is effective at significantly re-

ducing safety violations, while largely maintaining the ability of an

underlying reinforcement learning agent to optimize for reward.

CCS CONCEPTS
• Theory of computation→Multi-agent reinforcement learn-
ing.
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1 INTRODUCTION
Reinforcement learning (RL) has gained prominence as a method

for optimizing an agent’s behavior to achieve a high reward in a

variety of tasks [15, 21, 25]. Various extensions of RL to the multi-

agent setting [20, 26] have enabled RL to succeed in domains such

as decentralized traffic light control [4], cooperative control of a

robot [16], and expert-level play of multiplayer video games [23].

However, a poorly understood reward function may lead to unex-

pected, undesired, or unsafe behavior [5]. A large body of research

has focused on safe reinforcement learning methods, to ensure that

a given safety specification is enforced, regardless of the reward

function [27]. One approach, shielding [2, 3], focuses not on learn-

ing a single safe policy, but on determining the set of all safe actions

that agents may take. We find this approach appealing because it

allows for the use of any underlying method. A RL method that sup-

ports enabled and disabled actions at each state may be protected

with pre-posed shielding, where the RL agent receives a set of safe

actions and must choose from this set. Even if the method requires

a fixed set of enabled actions, it may be protected with post-posed
shielding, where the agent is initially oblivious to the set of safe

actions, but upon selecting an unsafe action, the agent’s selection

is blocked and it receives negative feedback.

However, existing shielding methods are limited to domains in

which a model of the environment, or at least a sufficiently detailed

approximation, is provided in advance. This is a much stronger
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assumption than is typically required for reinforcement learning,

where the agent learns strictly through environment interaction.

While some domains require avoiding actions that lead to dead-

lock states where no safe actions are available, many domains, such

as those without momentum, generally do not contain deadlock

states. As we will also discuss later, we believe that shield learning

in deadlock-free domains is a useful subproblem that may lead to

a solution for shield learning in domains that contain deadlocks.

In the single-agent deadlock-free domain, shield learning may be

a straightforward supervised learning problem, after collecting a

replay buffer containing safe and unsafe transitions. However, the

presence of multiple agents significantly complicates the issue, as

each agent must be able to independently select an individual action,

with a safe joint action as the result. Furthermore, without a careful

design of the learning process, algorithms that operate over the

agents’ joint action space often require computation exponential

in the number of agents [20].

We therefore contribute a method for efficiently learning the set

of safe actions available to each agent in a multi-agent setting with

safety constraints, without any human-provided information about

the environment or its safety specification.We discuss how the pres-

ence of a learned shield impacts the underlying training process,

and introduce an optimization to avoid inducing a potential insta-

bility. We show through a series of experiments that our method

is able to effectively learn a safety specification in environments

where deadlock states are not a concern, and allow the underlying

reinforcement learning agent to safely achieve a high reward in

such tasks. Finally, we discuss considerations for extending learned

shielding to environments with potential deadlock states.

1.1 Related Work
Shielding in single-agent domains [2, 3] descends from the field

of reactive synthesis [6] as a method for ensuring safety while al-

lowing for any underlying learning method to succeed, assuming

that a model of the environment is available. While the problem of

reactive synthesis is generally undecidable in multi-agent domains

[22], it is possible to still use reactive synthesis tools to implement

shielding in such domains under the assumption of local communi-

cation [7] or full observability [13]. In partially observable domains,

decentralized shields can be synthesized on a best-effort basis by en-

coding the safety constraints as a boolean formula and using a SAT

solver [14]. However, while these methods are able to guarantee

zero safety violations, they require a human provided abstraction

of the environment and safety specification.

There exist other methods for enforcing safety in multi-agent

environments; for example, methods such as PPO-Lagrangian [18]

and CPO [1] have been extended into the multiagent setting [10],

and safe policies may be learned through a sequential agent iter-

ation scheme [12]. While these methods may learn a safe policy,



we are interested in learning a shield that returns a variety of safe

actions, rather than a single safe policy.

Regardless of safety, multi-agent reinforcement learning is gen-

erally accomplished via a centralized training and decentralized

execution (CTDE) paradigm. For example, MAPPO [26] is a natural

extension of PPO [19] that maintains decentralized actors, but uses

a centralized critic for more accurate advantage calculations. Sev-

eral extensions of Q-learning to multi-agent settings use individual

utility values for each agent, and introduce a constrained mixing

function to combine these into a centralized Q-value such that the

best joint action corresponds to the collection of each agents’ best

individual actions [17, 20, 24].

2 PRELIMINARIES
2.1 Notation
For set𝑋 , letΔ(𝑋 ) be the set of distributions over𝑋 . For distribution

𝑥 ∈ Δ(𝑋 ), let supp(𝑥) ⊆ 𝑋 be its support; i.e. the set of all values

𝑋 with nonzero probability in 𝑥 . 2𝑋 is the powerset of 𝑋 .

Given joint action 𝑎, we index individual actions as 𝑎1, . . . , 𝑎𝑘 .

2.2 SMMDPs
Cooperative fully observable multiagent environments are often

characterized as a Multiagent Markov Decision Process (MMDP).

We extend its description to include a binary safety specification:
1

Definition 1 (SMMDP). A Safety Multiagent Markov Decision
Process (SMMDP) is a tuple M = (𝐼 = [1..𝑘], 𝑆, 𝑆0, 𝐴 = (𝐴1 × . . . ×
𝐴𝑘 ),𝑇 , 𝑅,𝛾,𝑈 ) where 𝐼 is a set of agents, 𝑆 is a state space, 𝑆0 ∈ Δ(𝑆)
is a distribution over initial states, 𝐴 represents the joint action space,
composed of the product of 𝑘 individual action spaces, 𝑇 : 𝑆 ×𝐴 →
Δ(𝑆) represents the state transition function, 𝑅 : 𝑆 ×𝐴×𝑆 → R is the
reward function, 𝛾 is the reward discount factor, and𝑈 : 𝑆 ×𝐴 → B
denotes if a state-action pair causes a safety violation.

The aim of multi-agent reinforcement learning is to find a set of

individual policies—functions 𝜋𝑖 : 𝑆 → Δ(𝐴𝑖 )—that maximizes the

expected sum of discounted rewards; i.e. the expected return:

Definition 2 (Expected Return). Given SMMDP M and a set
of policies 𝜋𝑖 : 𝑆 → Δ(𝐴𝑖 ) for 𝑖 ∈ 𝐼 , the expected return of a taking
action 𝑎 in state 𝑠 is:

𝑄𝜋 (𝑠, 𝑎) = E𝑠0=𝑠 ;𝑎0=𝑎,𝑎𝑛,𝑖∼𝜋𝑖 (𝑠𝑛 ) ;𝑠𝑛+1∼𝑇 (𝑠𝑛,𝑎𝑛 )

[ ∞∑︁
𝑡=0

𝛾𝑡𝑅(𝑠𝑡 , 𝑎𝑡 , 𝑠𝑡+1)
]

Where 𝑎𝑛 = (𝑎𝑛,1, . . . , 𝑎𝑛,𝑘 ). Finally, a set of individual policies
is safe if they collectively only choose safe actions:

Definition 3 (Safe Policy). A set of policies 𝜋1, . . . , 𝜋𝑘 is safe in
SMMDPM if∀𝑠 ∈ 𝑆, 𝑎 ∈ (supp(𝜋1 (𝑠))×. . .×supp(𝜋𝑘 (𝑠))),𝑈 (𝑠, 𝑎) =
⊥; i.e. the policies never choose a violating action

2.3 Mixing Functions
Given a function 𝑄 : 𝑆 ×𝐴 → R, a common task in reinforcement

learning involves computing max𝑎∈𝐴𝑄 (𝑠, 𝑎) for some 𝑠 ∈ 𝑆 [21].

However, if 𝐴 is large—for example, if it is the product of sets

𝐴1× . . .×𝐴𝑘—then the maximization may be expensive to compute.

1
We contrast this with Constrained MMDPs, where the sum of real-valued costs must

remain below a threshold.

One common approach in MARL is to introduce individual func-

tions 𝑄𝑖 : 𝑆 × 𝐴𝑖 → R for 𝑖 ∈ 𝐼 , and to constrain 𝑄 such that it

satisfies the Individual-Global Max principle with respect to the

collection of each agents’ 𝑄𝑖 :

Definition 4 (Individual-Global Max). Function 𝑄 satisfies
the Individual-Global Max (IGM) principle with respect to𝑄1, . . . , 𝑄𝑘

if ∀𝑠 ∈ 𝑆, {argmax𝑎𝑖 ∈𝐴𝑖
𝑄𝑖 (𝑠, 𝑎𝑖 )}𝑖∈𝐼 = argmax𝑎∈𝐴𝑄 (𝑠, 𝑎).

Most implementations realize the IGM constraint by mixing the

outputs of each individual 𝑄𝑖—a mixing architecture as simple as

𝑄 (𝑠, 𝑎) = ∑
𝑖∈𝐼 𝑄𝑖 (𝑠, 𝑎𝑖 ) is sufficient to satisfy this constraint [20],

but more complex mixing architectures allow for a more general

realization of the function class [17, 24].

Using any architecture that satisfies IGM, the maximization may

be completed in 𝑂 (∑𝑖∈𝐼 |𝐴𝑖 |) operations, rather than 𝑂 ( |𝐴|) =

𝑂 (∏𝑖∈𝐼 |𝐴𝑖 |) operations—each agent may iterate over its individual

action space to obtain the maximum, rather than needing to iterate

over the joint action space.

2.4 Shielding
Shielding [2, 3] is a class of methods for safe reinforcement learning.

Agents are equipped with a shield:

Definition 5 (Shield). A shield is a functionH : 𝑆 → 2
𝐴 such

that ∀𝑠 ∈ 𝑆,H(𝑠) ≠ ∅.

We focus on pre-posed shielding, in which the shield provides

a set of actions at each state, such that some desired safety speci-

fication is maintained if the agent selects an action from this set.

When at state 𝑠 , shieldH is applied to policy 𝜋 by setting the prob-

ability 𝜋 (𝑎 |𝑠) for all actions 𝑎 ∉ H(𝑠) to 0, and renormalizing the

remaining probabilities.

In the multiagent setting [7, 13], a decentralized shield is a set

of individual shields H𝑖 : 𝑆 → 2
𝐴𝑖

such that each agent can select

any individual action from its shield, and the resulting joint action

maintains the safety specification; in other words, that each indi-

vidual shield applied to its respective policy results in a safe set of

policies for the environment.

3 PROBLEM STATEMENT & METHOD
OVERVIEW

Our safe multiagent reinforcement learning problem may be sum-

marized as follows:

Problem 1. Given a SMMDP M, find a safe policy for each agent
𝜋𝑖 : 𝑆 → Δ(𝐴𝑖 ) that maximizes the expected return.

Our approach uses the basic structure of shielded multiagent

reinforcement learning:

(1) Construct a decentralized shield that constrains the agents’

action spaces such that they can only choose safe actions.

(2) Given a decentralized shield, learn a decentralized policy

that maximizes the expected return under this shield.

When the environment specification and safety constraint are

known in advance, a shield may be constructed ahead of time using

a reactive synthesis tool [2]. However, because these inputs are not

available in our case, we must instead learn the shield by interacting

with the environment. As the shield is learned at the same time as



the policy, several new optimizations must be made to the policy

learning step as well.

We focus on the case where ∀𝑠 ∈ 𝑆, ∃𝑎 ∈ 𝐴,𝑈 (𝑠, 𝑎) = ⊥—there
exists some non-violating action at every state—and discuss envi-

ronments in which this does not hold in Section 6.

3.1 Shield Construction
To act safely, agents must be restricted such that in state 𝑠 , they may

only select joint actions 𝑎 where𝑈 (𝑠, 𝑎) = ⊥. It may not be efficient

to simply learn and use a function that approximates 𝑈 directly—

during action selection, agents will be required to iterate over joint

actions until they find a safe action. The number of possible joint

actions grows exponentially with the number of agents, leading to

scalability challenges. Additionally, if communication is restricted

after training is complete, each agent must be able to select its set

of safe individual actions independently from other agents.

Therefore, we learn individual safety functions F𝑖 : 𝑆 × 𝐴𝑖 →
[0, 1] for 𝑖 ∈ 𝐼 . As these are learned functions and must have a

continuous output to enable gradient descent, we use threshold

𝑡 ∈ (0, 1) to ultimately determine if an action is allowed by the

shield or not. We obtain individual shields by collecting all actions

above the threshold: H𝑖 (𝑠) = {𝑎 |F𝑖 (𝑠, 𝑎) > 𝑡}. We find that 𝑡 = 0.5

works well empirically.

The safety functions F𝑖 must satisfy two constraints. First, as

long as each agent selects any action allowed by its individual

shield—any action where the individual safety function’s output is

above the threshold—a violating joint action is not selected.

∀𝑠 ∈ 𝑆,∀𝑎 ∈ 𝐴,
∧
𝑖∈𝐼

F𝑖 (𝑠, 𝑎𝑖 ) > 𝑡 =⇒ 𝑈 (𝑠, 𝑎) = ⊥ (1)

Second, as each individual shield must have a nonempty set of

actions at each state, there must be some action for which each

individual safety function returns a value above 𝑡 :

∀𝑠 ∈ 𝑆,∀𝑖 ∈ 𝐼 , ∃𝑎𝑖 ∈ 𝐴𝑖 , F𝑖 (𝑠, 𝑎𝑖 ) > 𝑡 (2)

Problem 2. Given SMMDP M, find a set of individual shields
F𝑖 : 𝑆 ×𝐴𝑖 → [0, 1] for 𝑖 ∈ 𝐼 such that constraints 1 and 2 hold.

3.1.1 Constraint (1)—Only Safe Actions Selected. Recall that, as
described in Section 2.3, a set of functions that satisfy IGM may be

used to avoid iterating over a joint action space, and enable agents

to independently select from their individual action spaces.

Inspired by the IGM constraint, we define the Individual-Global
Safe (IGS) principle:

Definition 6 (IGS Principle). Joint safety function F : 𝑆×𝐴 →
[0, 1] satisfies the Individual-Global Safe (IGS) principle with respect
to individual safety functions F𝑖 : 𝑆 × 𝐴𝑖 → [0, 1] for 𝑖 ∈ 𝐼 if
∀𝑠 ∈ 𝑆, 𝑎 = (𝑎1, . . . , 𝑎𝑘 ) ∈ 𝐴, ∃𝑖 ∈ 𝐼 , F𝑖 (𝑠, 𝑎𝑖 ) ≤ F (𝑠, 𝑎).

Let the safety indicator function
˜F (𝑠, 𝑎) =

{
1 𝑈 (𝑠, 𝑎) = ⊥
0 𝑈 (𝑠, 𝑎) = ⊤

If we construct individual functions F1, . . . , F𝑘 such that
˜F sat-

isfies IGS with respect to them, then each agent’s local decision

making will ensure safety:

Theorem 1. If ˜F satisfies IGS with respect to F1, . . . , F𝑘 , then
F1, . . . , F𝑘 satisfy constraint (1).

Proof. By cases on 𝑈 (𝑠, 𝑎); if 𝑈 (𝑠, 𝑎) = ⊤, ˜F (𝑠, 𝑎) = 0, and thus

∃𝑖 ∈ 𝐼 , F𝑖 (𝑠, 𝑎𝑖 ) ≤ 0. As 𝑡 ∈ (0, 1), F𝑖 (𝑠, 𝑎𝑖 ) < 𝑡 , and constraint (1)

is satisfied. If𝑈 (𝑠, 𝑎) = ⊥, constraint (1) is trivially satisfied.

While we cannot directly construct the individual safety func-

tions so that IGS holds with respect to
˜F , we can create a function

F that is structurally constrained to satisfy IGS with respect to

F1, . . . , F𝑘 , and then train F end-to-end to approximate
˜F . If this

approximation is succesfully learned, then the learned F1, . . . , F𝑘
are guaranteed to satisfy constraint (1).

We realize the IGS principle with the following mixing architec-

ture:

F (𝑠, 𝑎) = max

(
𝐷 (𝑠, 𝑎),min

𝑖∈𝐼
F𝑖 (𝑠, 𝑎𝑖 )

)
Where 𝐷 : 𝑆 ×𝐴 → R is an unconstrained learned function.

Theorem 2. The proposed mixing architecture satisfies IGS.

Proof. Due to the outer maximization,min𝑖∈𝐼 F𝑖 (𝑠, 𝑎𝑖 ) ≤ F (𝑠, 𝑎).
The minimization then ensures that ∃𝑖 ∈ 𝐼 , F𝑖 (𝑠, 𝑎𝑖 ) = F (𝑠, 𝑎), and
therefore ∃𝑖 ∈ 𝐼 , F𝑖 (𝑠, 𝑎𝑖 ) ≤ F (𝑠, 𝑎).

3.1.2 Constraint (2)—Some Action Always Available. We have pre-

viously treated F𝑖 as a black box; however, to enforce constraint

(2), we impose an internal structure on this function. We structure

F𝑖 as follows:2

F𝑖 (𝑠, 𝑎𝑖 ) =
Posact(F ∗

𝑖
(𝑠, 𝑎𝑖 ))

max𝑎′
𝑖
∈𝐴𝑖

Posact(F ∗
𝑖
(𝑠, 𝑎′

𝑖
))

where F ∗
𝑖

: 𝑆 ×𝐴𝑖 → R is an unconstrained learned function for

𝑖 ∈ 𝐼 , and Posact refers to any activation function whose range is

the positive reals. We observe that the softplus activation function

works well for this. The maximization only occurs over the set

of individual actions, and is therefore more efficient to compute

compared to an operation that acts over the entire joint action space.

This can further be improved by designing F ∗
𝑖
such that it outputs

values for all individual actions in one pass; for example, if F ∗
𝑖
is

implemented as a neural network, by using a last layer of size |𝐴𝑖 |.
Regardless of the output of F ∗

𝑖
itself, there will always be some

action at each state for which F𝑖 (𝑠, 𝑎) = 1, and is thus above the

threshold. Importantly, though not strictly necessary to satisfy

the constraint, the structure that we present has the capacity to

represent cases where several or all individual actions are enabled.

3.2 Learning With a Shield
Problem 3. Given SMMDPM and individual shieldsH1, . . . ,H𝑘 ,

find individual policies 𝜋1, . . . , 𝜋𝑘 that are optimal inM, such that
∀𝑠 ∈ 𝑆, 𝑖 ∈ 𝐼 , supp(𝜋𝑖 (𝑠)) ⊆ H𝑖 (𝑠).

Weuse the learnedH1, . . . ,H𝑘 to implement pre-posed shielding

[2] as described in Section 2.4; the shield provides action masks that

may be used with any reinforcement learning method that supports

enabled and disabled actions. We choose MAPPO [26] as our base

RL method; after evaluating the underlying policy for agent 𝑖 on

a given state 𝑠 , the probabilities of any actions not in H𝑖 (𝑠) are
zeroed out, and the remainder is re-normalized.

3

2
We additionally stop gradient propagation in the denominator for improved stability.

3
This is implemented as setting the logits of unsafe actions to −∞ prior to the log-

sumexp normalization.



Alshiekh et al. [2] show that shielded reinforcement learning

exhibits the same convergence guarantees as the underlying RL

method; however, if our shield and agent are trained together in a

bootstrapping scenario, the shield changes as the agent is trained.

This effectively creates a nonstationary environment, loosening the

convergence guarantees. We discuss several mitigations for this

nonstationarity in Section 4.2.

4 METHOD DETAIL
While we use the basic individual components discussed in Sec-

tion 3, integration of these into a complete reinforcement learning

system requires some additional work.

4.1 Shield learning
The mixed shield function is trained end-to-end using a standard

MSE loss:

LF (𝑠, 𝑎) =
(
F (𝑠, 𝑎) − ˜F (𝑠, 𝑎)

)
2

Where
˜F is the safety indicator function, defined in Section 3.1.

Due to the softplus activation within F𝑖 , the outputs of F ∗
𝑖
may

become extremely negative while training in domains where vi-

olations are relatively uncommon at first; for example, if agents

must perform some amount of exploration prior to encountering

an unsafe state. This may lead to floating point numerical issues.

Therefore, we instead use a training target of
˜F (𝑠, 𝑎) = 𝜖F = 0.01

when𝑈 (𝑠, 𝑎) = ⊤; our method only requires that 𝑡 > 𝜖F .
We additionally note two auxiliary loss functions that empiri-

cally aid the training process. First, due to the network architecture,

gradients do not propagate to all individual shields for every train-

ing example, leading to “floating” values of F𝑖 . We counteract this

with the following determinism loss.

LF-det (𝑠, 𝑎) =
∑︁
𝑖∈𝐼

(
F𝑖 (𝑠, 𝑎𝑖 ) − Round𝑡,𝜖F (F𝑖 (𝑠, 𝑎𝑖 ))

)
2

Where Round𝑡,𝜖F rounds values greater than 𝑡 to 1, and values

less than 𝑡 to 𝜖F .
Finally, we would like to discourage the network from learning

∀𝑠 ∈ 𝑆, 𝑎 ∈ 𝐴, 𝐷 (𝑠, 𝑎) = ˜F (𝑠, 𝑎), as otherwise there is little incentive
for F𝑖 (𝑠, 𝑎𝑖 ) = 1 for more than one individual action per state. We

accomplish this by adding a nonredundancy loss:

LF-nr (𝑠, 𝑎) =(
Clamp[1,∞) (StopGrad(min

𝑖∈𝐼
F𝑖 (𝑠, 𝑎𝑖 )) + 𝐷 (𝑠, 𝑎)) − 1

)
2

Note that StopGrad acts as the identity, with the anomalous

behavior that
𝛿StopGrad(𝑥 )

𝛿𝑥
= 0.

Intuitively, if both min𝑖∈𝐼 F𝑖 (𝑠, 𝑎𝑖 ) = 1 and 𝐷 (𝑠, 𝑎) = 1, the

𝐷 (𝑠, 𝑎) = 1 is redundant. The above loss function pushes 𝐷 (𝑠, 𝑎) to
be decreased, without affecting F𝑖 (𝑠, 𝑎𝑖 ).

Our final loss function for training F is as follows:

LF−complete =

E(𝑠,𝑎)∼𝐵
[
LF (𝑠, 𝑎) + 𝛼detLF-det (𝑠, 𝑎) + 𝛼nrLF-nr (𝑠, 𝑎)

]
Where 𝐵 is a replay buffer containing encountered states and

actions, as well as the necessary information to compute
˜F (𝑠, 𝑎).

We use 𝛼det = 𝛼nr = 0.01. We perform gradient-based optimization

on this loss function, as described in the Hyperparameters section.
4

4.2 MAPPO
Action masking while learning a shield complicates the underlying

reinforcement learning process, as the environment appears nonsta-

tionary from the agent’s perspective due to the continually evolving

shields, in addition to any nonstationarity from the perspective of

each agent due to the other agents’ evolving policies.

In particular, when one action is favored during MAPPO train-

ing, its probability continually increases in the policy; after many

training steps, we have observed the favored action being on the

order of 10
200

times more likely than the next action. If the shield

later learns that this action is unsafe, the effect of selecting an ac-

tion that was previously so unlikely causes catastrophic gradient

magnitudes and floating point errors.

We protect against this by preventing the action probabilities

from becoming so imbalanced in the first place. The usual method

of adding an entropy loss does not fully protect against this; two

actions may be relatively likely, leading to a substantial amount

of entropy despite the presence of other actions with infinitesimal

probability. When both relatively probable actions are marked as

unsafe, the catastrophic update problem will still manifest.

Therefore, in addition to the entropy loss, we add a new clipping

operation to the training objective. Let 𝜋𝑖 (𝑎𝑖 |𝑠) = Softmax𝑎𝑖 ∈𝐴𝑖

𝜋∗
𝑖
(𝑎𝑖 |𝑠) be the policy probabilities, obtained using the softmax

activation function on unconstrained neural network 𝜋∗
𝑖
.

Let LPPO (𝑠, 𝑎) be the standard PPO loss function [19]. We trun-

cate the loss to limit the imbalance in the policy logits to Δ.5

L𝑃𝑃𝑂−Δ (𝑠, 𝑎𝑖 ) =

StopGrad[LPPO (𝑠, 𝑎)]
𝐴(𝑎 |𝑠) > 0 ∧
𝜋∗𝑖 (𝑎𝑖 |𝑠) > min

𝑎′
𝑖

𝜋∗𝑖 (𝑎
′
𝑖 |𝑠) + Δ

StopGrad[LPPO (𝑠, 𝑎)]
𝐴(𝑎 |𝑠) < 0 ∧
𝜋∗𝑖 (𝑎𝑖 |𝑠) < max

𝑎′
𝑖

𝜋∗𝑖 (𝑎
′
𝑖 |𝑠) − Δ

LPPO (𝑠, 𝑎) otherwise

We use Δ = 20 in our experiments.
6

Finally, we add a loss to train the logits of unsafe actions to equal

that of the worst safe action:

LUS (𝑠) =∑︁
𝑖∈𝐼

∑︁
𝑎𝑖 ∈𝐴𝑖\H𝑖 (𝑠 )

(
𝜋∗𝑖 (𝑎𝑖 |𝑠) − StopGrad

[
min

𝑎′
𝑖
∈H𝑖 (𝑠 )

𝜋∗𝑖 (𝑎
′
𝑖 |𝑠)

])
2

5 EXPERIMENTS
We implemented our method for two domains, as shown in Fig-

ure 1—a cooperative gridworld navigation task, and a more com-

plex soup preparation task based on the game “Overcooked”. In

4
Gradients are not propagated through the non-differentiable function Round. For

min and max, gradients are passed through to the extreme element.

5
Similarly to L𝑃𝑃𝑂

, this may be written with min and Clamp; we use an explicit

piecewise version here for clarity.

6
We speculate that such a modification is likely unnecessary if a method based on

Q-learning is used, as all actions’ Q-values are trained to a specific target, rather than

continually pushed in one direction as in policy-gradient methods. Existing shielding

work [7, 14] uses Q-learning with little modification.



Figure 1: Evaluation environments. (Left) Gridworld naviga-
tion domain; agents start in randompositions andmust reach
their respective goals. (Right) Overcooked domain; agents
must cooperate to cook an onion soup dish in a cramped
kitchen.

both cases, the agent is not given any model of the environment,

and must learn the safety specification of collision avoidance from

scratch, only receiving feedback when it violates the specification.

In the navigation task, agents receive a modest negative reward

when bumping into a wall, a large negative reward when colliding

into each other, a large positive reward when both agents reach the

goal, and a small negative reward if none of these actions occur.

The episode ends upon colliding with the other agent or reaching

the goal. In the Overcooked task, agents receive rewards when

they perform actions that contribute to order fulfillment, such as

putting onions on the stove or plating a complete dish. There is

no reward as a result of a collision. Both tasks are undiscounted

and use a horizon of 500 time steps. The Overcooked task uses two

layouts—the “Cramped Room” layout in which agents are in a 2x3

cell area, and the “Coordination Ring” layout in which agents share

a 3x3 area with a counter in the middle.

We compare our method to unshielded MAPPO. Theoretically,

agents should learn to avoid unsafe actions in both domains even

without shielding—the navigation task imposes a large negative

reward for unsafe actions; in Overcooked, colliding with the other

chef accomplishes nothing and thus decreases the total reward

that may be achieved in the limited time. We also compare to the

baseline of reward augmentation, where a large negative reward is

added when an unsafe action occurs.

All domains were run with 10 trials; extended hyperparameters

are described in the Appendix. The results are shown in Figures

2 and 3. As the results demonstrate, in all domains, our learned

shielding method converges to zero unsafe actions per episode.

In the gridworld domain, our method outperforms the other

methods for learning the task-specific reward function; because of

the small negative reward at each timestep, agents initially learn the

local optimum where they collide with each other to immediately

end the episode. Our method quickly learns that this is unsafe, and

“kicks out” the agents from this local optimum, while the other

methods must find the global optimum by chance before they stop

taking unsafe actions.

In Overcooked, there is much less of a reward incentive to act

safely, so the unshielded agents continually collide late into the

training process. Agents with an augmented reward signal fail to

learn a useful policy, illustrating the challenge of attacking safety

using only reward shaping—too strong a reward signal, and agents

are “afraid” to move at all. Finally, the learned shielding method is

Figure 2: Average number of unsafe actions and reward per
episode, and standard error over 10 trials for the gridworld-
collision domain, “ISR” layout. Episode reward represents
the original reward from the environment, prior to augmen-
tation. Values are smoothed using a moving window average
of 10K steps.

able to achieve substantial reward in this domain, nearly matching

the reward obtained by the unshielded agent—it may act slightly too

conservatively to achieve the full reward potential. Nevertheless,

our method achieves a balance of maintaining safety without acting

so conservatively that it fails to achieve reward.

6 DISCUSSION & FUTUREWORK
As discussed in Section 3, our method is designed for environments

where for every state, there exists some safe action. This assump-

tion does not necessarily apply to all environments; for example,

in some domains with momentum, no action can prevent the agent

from violating a safety specification in some states. In particular,

many larger or continuous state-space environments require con-

sideration of this. We believe that our method may still be able to

work in such domains, by changing
˜F , the learning target of F ,

such that actions that transition to deadlock states—states with no

safe actions available—are themselves unsafe. This could be accom-

plished by separately learning a safety value function to predict

such states; in the multiagent setting, this could be implemented

with a sequential update procedure [12], or through an adaptation

of a QPLEX-like structure [24]. Given this modified
˜F , it may be

possible to re-use the remainder of our shield learning method to

solve the shield learning problem in more general domains. We

leave further study of this to future work.



(a) “Cramped Room” layout

(b) “Coordination Ring” layout

Figure 3: Results for Overcooked over 10 trials.

Similarly, our implementation requires full observability in coop-

erative environments.We are not confident that a naive extension to

partially observable domains through the use of recurrent networks

would be theoretically justified, as this would imply a more complex

relationship between individual and joint safety values. Despite the

undecidability of decentralized reactive synthesis in general [22],

prior work has synthesized shields in a useful subset of partially

observable environments, with an available model [14]. Similarly,

we believe that there may be a useful subset of partially observable

environments where it is possible to learn a shield without a model.

Further work is required to create a well-grounded method for

handling partial observability or mixed cooperative-competitive

environments.

7 CONCLUSION
We have presented, to our knowledge, the first method that extends

shielding to multi-agent domains where no model of the environ-

ment is provided. We introduce a method of constraining a set of

function approximators to follow the IGS principle, and demon-

strate several optimizations that allow policy gradient methods to

handle the nonstationary effects of a learned shield. Our shield

learning method performs well on several domains, learning to

safely obtain high task-specific performance.

HYPERPARAMETERS
We further describe the hyperparameters for our training process.

For both environments, all function approximators are instanti-

ated as neural networks with three hidden layers of size 1024, 1024,

and 256, with relu activations [9] and Xavier normal initializations

[8]. We maintain a replay buffer with all observed transitions, up

to the 2 × 10
6
step limit. Every 1000 steps, we perform 10 shield

training steps with a minibatch size of 160 (16 sequences of length

10 each). Every 16 episodes, we perform 32 MAPPO training steps

with a minibatch size of 320 (32 sequences of length 10 each). We

use a PPO clipping parameter of 0.1, GAE 𝜆 = 0.95, entropy loss

coefficient of 0.1, and Δ = 20. All other losses, besides LF
and

L𝑃𝑃𝑂−Δ
have a coefficient of 0.01. We use the Adam optimizer [11]

with a learning rate of 10
−4

for both the learned shielding module

and the policy module.

No formal search procedure was utilized to obtain these hyper-

parameters; they were selected for the gridworld domain based on

observed stable training and adequate performance for all agents,

and re-used for Overcooked without further tuning. The sole mod-

ification for Overcooked is that all neural networks for the grid-

world domain use a one-hot transformation of several state vari-

ables as input, while the state provided by Overcooked is passed

to all networks without transformation. However, other domains

that are more complex, or distinct from each other, may require

environment-specific tuning.
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